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Abstract—Designing personalized social robots, which should
become an intrinsic part of everyday life, raises new challenges
on how to respect the privacy of people interacting with them. In
this paper, we introduce a little recognized conceptual perspective
on privacy which, in our opinion, is highly relevant for the
design of personalized social robots. This conceptual perspective,
introduced by Irwin Altman [1] highlights that in everyday social
life, especially with respect to interpersonal interaction, privacy
preferences are not static. Instead, they tend to be in constant
change dependent on context and experience. What matters for
privacy is the possibility to dynamically reconfigure the degree
of disclosure of personal information – in Altman’s words being
able to continuously manage the boundaries. Since personalized
robots, for instance in their role as companions or life assistants,
can be seen as artificial social actors Altman’s perspective
becomes relevant for their design. Taking the conceptual thoughts
into account leads to a privacy-design strategy, which discards
common approaches of an a priori configuration of preferences
and rather targets a selective disclosure of personal information
as part of a continuous boundary management process. In
this paper, we discuss how we apply this perspective into a
design process for robots, which are able to maintain long-term
interaction in a privacy-preserving way.

I. INTRODUCTION

Robots are about to enter many spheres of everyday life, for
instance in the role as coworkers, companions, servants or life
assistants. For all applications, they have to be able to adapt to
spatial circumstances as well as to the specifics of the social
situations they are thrown in. Since it is the mission of social
robots to stay for longer, they have to be adaptive and flexible
as well as technically robust, trustful and reliable. For an
efficient assistance or companionship, it is central that robots
learn to know people better and adapt to their characteristics
and preferences. For many of the required capabilities of social
robots, it is necessary that personal information is gathered and
processed. Since the usage of personal information is intrinsic
for the functionality, in designing such systems we have to
take care of privacy.

Designing technical systems in a privacy-preserving way has
multiple dimensions whereby security aspects as well as legal
requirements have been discussed most (see next section). One
direction, which is discussed less, is to account for privacy

as a social-psychological phenomenon.1 One key aspect of
this perspective is the dynamic nature of privacy preferences
with respect to everyday face-to-face interpersonal interaction
and consequently the structural requirements of being able to
manage these. We will transfer this perspective into the domain
of personalized robotics.

Next, we will briefly map existing approaches of privacy-
preserving design and locate our approach within the land-
scape. Following, we present the theoretical framework, which
we argue to be relevant for the design of personalized social
robotic systems. In a design for privacy-section, we sketch
how the theoretical findings could be embedded into design.

II. RELATED WORK: DESIGNING FOR PRIVACY

In many regions of the world, guidelines and principles
are developed which should align the design of personal data
processing in interactive systems. Data protection regulations
oblige to inform users about the ongoing or planned data
handling practices whereby the information should contain the
specification of the legitimate purpose of usage. Furthermore
regulations oblige to provide documentation for demonstrating
compliance (accountability), to allow users meaningful choices
(consent) and to implement sufficient security measures (see
for example: [5], pp. 22-24). Such or similar rules can be found
in the General Data Protection Regulation [6], the European
Union has recently enforced or in the older OECD as well as
the US based FIP guideline.

In the privacy-engineering research we can observe a clear
focus on the development of methods and architectures which
target to improve secure data handling, for instance ways
to protect the exchange of personal data without third party
access (encryption, data storage infrastructure) or to make
sensitive data public or available for third parties without
the possibility to link the data to individuals (differential
privacy, pseudo-anonymization techniques).2 Other parts of
privacy-engineering are technical methods which allow to
reduce the amount of personal data processed while using a

1In the research field of Ubiquitous Computing are some approaches who
have considered this theory for design: [2], [3], [4]

2Spiekermann and Cranor present a framework which states the relation
between the degree of privacy users have with respect to the linkability of
data to personal identifiers, [7], p. 75.



service or computing system. For instance a telepresence robot
which is automatically blurring details of its video stream, for
instance family photos on the background wall, so that persons
operating the robot cannot see them [8]. These measures,
especially those which prevent security breakdowns are one
backbone of information privacy. Admittedly, research on new
security and anonymization techniques is important, but there
are other aspects relevant for privacy that are researched
less. In their privacy-by-design position paper, Rubinstein and
Good criticize the focus on “back-end security engineering”:
They claim that “several of the privacy incidents” are rather
“nuanced violations of users’ perception of privacy and their
[users] choices regarding the context” ( [9], p. 1352). For
this the other facets of persevering privacy with respect to
a technical system have to be discussed more intensively.
The question is what it means to have the right perception
and a context-adequate choice. We argue that the theoretical
framework, which is presented in the next section, can help to
answer this question.

III. THE DYNAMICS OF PRIVACY PREFERENCES: PRIVACY
AS BOUNDARY MANAGEMENT

In this paper, we refer to a theoretical direction which claims
that humans’ privacy preferences, especially with respect to
sharing information in human-human interaction, are not static
rather dynamic.

The social-psychologist Irwin Altman had first discussed
this perspective on privacy in-depth [1]. He argues that it
is appropriate to assume that in most social circumstances,
privacy preferences are under constant change that means that
they change with the context and the experience. The central
assumption, which covers this perspective, is that people have
on the one hand the desire to disclose personal information, for
instance for the purpose of expecting informed advise or the
pleasure of personal bonding. On the other hand, they have the
desire to limit the disclosure of information to protect them-
selves from the judgment of others. Precisely, the balancing
of the two poles is what is seen as a continuous adjustment
process. Palen and Dourish refer to Altmans theory and say
that privacy is a “boundary regulation process where people
optimize their accessibility along a spectrum of openness
and closedness depending on context” ( [3], p. 130). Altman
names different factors, which have impact on the desire to
change how personal information is shared. One source of
experience people gather during social interactions are, for
instance, observations about how the own control decisions
have impact on the systems behavior and how information
about themselves are shared with others.

In the interaction with other humans, we continuously
manage our boundaries by explicitly labeling information as
sensitive as well as using social cues to indicate that cer-
tain information should be kept confidential. For instance by
“changing intonation and speaking volume, or using posture or
gestures” ( [2], p. 29) as well as activities involving objects in
the territory e.g. closing the doors. These implicit mechanisms
are challenging to apply in a human-robot interaction because

a robot, which is reacting appropriately to such mechanisms,
requires a rich understanding of social norms.

Considering social norms (with respect to the handling of
personal information as also referred to as informational norms
[10] [11]) is in so far important for interface design, because
norms can serve as indicators for the initial expectation users
might have with respect to the handling of their data. Types
of norms can be moral norms, conventions of etiquette or
rules and procedures which allow a certain functioning in
living together, for instance traffic rules (see: [10], p. 137).
An example with pet-like robot companions could make clear
how informational norms can be considered in the design.
When you share an experience with your pet-like robot, which
has personalization functionalities, it could be favorable if
it could remember the experience and refer to it later. For
instance you may have taught the robot, that a certain object
is your “favorite yellow ball” (examples for robot object
learning: [12], [13]). We imaging that you have a second
robot (maybe of the same brand) you would most likely
expect that the experience you have shared with one is not
automatically referred to in interaction with the other. A robot-
entity that appears as partly autonomous actor, similar to a
pet, might be seen as something which keeps information to
itself to a certain degree. It does not mean that a between-
robot-exchange of shared experience is entirely inappropriate.
However, respecting such an informational norm (which likely
initializes user expectations) would mean to at least explicitly
inform people of this kind of data handling and provide options
to control it.

IV. APPLICATION: PRACTICAL RELEVANCE

As an example for a robotic scenario in which we think
considering the requirements of a dynamic boundary man-
agement is relevant, we refer to our work: We have setup a
prototypical robot infrastructure, which is designed to support
people working together in an office space.

The infrastructure contains two customized MetraLabs
robots (Figure 1), which are able to move freely in the office
space. Via keyword detection people can start an interaction
with the robots. A face recognition functionality allows the
robot to personally respond to the person who has started the
conversation.

One example of an assistant the robot provides, which has
the goal to support cooperation between people in their daily
tasks, is a “looking for colleagues” functionality. It allows
people to ask the robot where they can meet a certain person
in the office. The robot keeps track of the encounters with
persons in the office to be able to answer these questions.
Having stored every encounter, the robot could response: “I
have seen the person you are looking for in the kitchen 10
minutes ago” or give a general answer about the most likely
location of that person based on accumulated observations.

This functionality is planned to be extended in a way that
the robot provides additional information about the person
the requester is asking for. For instance, information about
topics, the requested colleague is currently working on or



private information such as hobbies and preferences, which can
facilitate social bonding. The information that is used based
on past conversations with the robots. Furthermore, this will
be extended with some intelligent matchmaking. This could
facilitate the conversation when the two colleagues actually
meet and thus support the initiation of a potential cooperation.

Regarding this example-application, we expect that the
robot’s behavior has impact on the social dynamics in the
office where the flow of personal information plays a key role.
We think a continuous management of the information flow
between human and robotic system is important because it is
very likely hard to predict for people before actually using it,
which privacy impact a certain functionality has in run-time.
This is especially the case when the functionality is based on
intelligent processing capabilities.

Fig. 1. A researcher in interaction with one of the office assistant robots
called “Johnny”.

In the next section, we discuss which methods in the design
of social robotics technologies could be applied with respect
to the possibilities of a dynamic boundary management.

V. DESIGNING FOR PRIVACY: HOW TO ACHIEVE A
SUCCESSFUL BOUNDARY MANAGEMENT?

In this section, we will sketch how the requirements of a
dynamic boundary management could be taken into account
in a user interface design of a social robotic system.

Arguing for the need of a continuous management goes in
line with authors criticizing technology designs which expect
users to configure their data processing preferences (when the
system is complex even in an excessive way) without knowing
their in-situ needs. For instance, Lederer et al. stress, “setting
explicit parameters and then requiring people to live by them
simply does not work” ( [4], p. 20). One reason they name
is that it is a challenge for humans to ”predict their [privacy]
needs under hypothetical circumstances”.

Having this in mind, the first major goal for a privacy-
preserving design is to provide reasonable default settings

and only few, easy to grasp control options. As mentioned in
the theoretical section, informational norms determine users’
initial expectation about how the system operates with respect
to their data. Considering these norms in the interface design
is a reasonable starting point to respect basic privacy needs but
avoids overwhelming the user. A social robotic system, which
by default shares personal data gathered with one robot with
other robotic embodiments, does not fulfill the expectations
most users would initially have. Consequently, such automatic
exchange should rather not be the default setting or at least
explicitly communicated to the user.

An easy to implement possibility to allow users to exercise
control in a way, which takes account of the dynamics and
context-dependence of privacy preferences are coarse-grained
control options. Lederer et al. who discuss privacy manage-
ment in a Ubiquitous Computing context call them “obvious,
top-level mechanisms for halting and resuming disclosure” (
[4], p. 22). An always-operable incognito button on a touch-
screen attached to the robot (e.g. such a screen is shown in
Figure 1) could do the job. Activating it could turns off all
personal data processing functionality for a reasonable period
of time.3

Beyond this coarse way of exercising control, more fine-
grained configuration options could be useful to achieve a
successful boundary management. In order to be able to recon-
figure frequently, users have to be continuously aware of how
data is processed in varying contexts for instance changing
social constellations. Continuous awareness is a condition for
exercising control in an informed or in other words meaningful
way.4 Regarding the application described before, users have
a certain awareness of the information flow if they understand
the basic functionalities of the robotic system: For instance the
robot’s ability to identify users via face recognition and the
usage of the identity-data together with location information to
allow other people in the office to access them via the “looking
for person” function.

Continuing the example, even when people know about the
described basic capabilities, they may not be aware of certain
details, for instance that the robot is even identifying you when
you just walk by and have not started an interaction. In the
case of awareness gaps, the interface should be updated to give
users feedback in order to fill the gap. In the example that
could be realized by displaying a warning sign, for instance
on a screen, which indicates that a tracking takes place. Ways
to recognize users’s awareness will be discussed next.

A. Measuring Users’ Awareness to Achieve Efficient Boundary
Management

Finding ways to gain knowledge about the users’ awareness
is valuable to design user interfaces, which allow them to
perform an efficient boundary management. Next, we briefly

3For instance Gong et al. discuss a token which can be carried by users and
serves as a “blackout button” in an Ubiquitous Computing application [14])

4For instance Florian Schaub stressed this relation as fundamental and
highlights that “maintaining awareness” can be seen “a prerequisite for
[meaningful] decision making” ( [2], p. 35)



Fig. 2. A sketch of a design loop which shows how user experience could
be evaluated in order to adapt/refine the human-robot interface to allow a
successful boundary management.

describe which methods could be applied to measure users’
awareness of the information flow and how that could be led
back (see Figure 2).

One approach, we can apply to measure the awareness
of the information flow is located in research on end-user
interaction with machine learning applications. In this research
it is investigated how explanations could help users to build
adequate mental models of intelligent systems, for instance
of recommendation systems or activity tracking devices [15]
[16] [17] [18]. Kuluesza et al. evaluate the adequateness of
mental models with respect to different types of explanations
presented to the user about the internal mechanisms of the rec-
ommendation system [15]. Based on the participants’ answers
in the interviews and questionnaire the adequateness of mental
models was evaluated with respect to a scoring metric. The
metric is described as follows: “Participants’ mental model
“scores” were the number of correct minus the number of
incorrect statements participants made during the experiment
and on the post-study questionnaire, translated to a 0-to-10
(lowest-to-highest) scale” ( [15], p. 6).

The individual’s knowledge about the informational flow
could be evaluated in a similar way. Questionnaires could
be answered in-between interaction or afterwards. For the
questions and comprehension tasks it could make sense to
vary them around the parameters of an information flow.

Measuring user’s awareness in an user experience study
could help to refine the interface design in general. Imagining
that the study results show that most people are not aware
of when exactly an identification and location tracking takes
place, signaling the tracking activity via an on-screen warning
sign, as mentioned before, could increase their awareness.

An extension could be to measure users’ awareness of the
information flow not only by a user study rather utilizing

awareness indicators directly in the run-time of the system
in order to adjust (update) the feedback and control interface
in an automatic and personalized fashion. The mentioned
“mental model scores” were results of an extensive evaluation
of participant’s statements during the experiment. Adapting
this idea by asking simple questions frequently in the run-time
of the systems seems feasible to, less precisely, differentiate
awareness from unawareness and directly update what is
displayed on the interface.

Another idea is to provide users the possibility to commu-
nicate their feelings in a straightforward fashion with regards
to the handling of personal data. This could be realized by
allowing users to select an emoticon from an emotion feedback
bar during interaction (Figure 3 illustrates how such a bar,
e.g. displayed on the robot’s touch-screen could look like).
Based on users’ emotional feedback, it seems reasonable
to predict what could be their concerns. Consequently, the
interface could be adjusted for instance by showing additional
or less information, now and in the future, or highlight more
prominently the control (configuration) options users have.

Fig. 3. Emoticons which could allow users to communicate their emotional
states with regard to their agreement with as well as their understanding of
the information flow. When people pressing one of the buttons in a certain
situation, it can be predicted what user’s emotional feedback could mean in
the context. Understanding this relation could be used to adapt the individual’s
interface.

B. Limitations

Let us briefly mention one limitation of the proposed ideas
to mediate users’ boundary management. The requirements
for a privacy-preserving design may be in conflict with the
designers expectations about what looks appealing or which
interaction modalities should be implemented. Explicit feed-
back about the information flow or possibilities for continues
reconfiguration may disturb the immersion of human-like or
pet-like companions. Considering this in more depth is a
topic for future work. For instance work from Schaub at al.
discusses different ways and modalities for giving feedback
about personal data processing, also non-verbal and non-
written, which could be beneficial to consider in this context
[5].
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